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#### Abstract

In this paper we test the positive -assortative-mating (PAM) hypothesis that posits that marriages can be positively sorted along the couple's education using Argentinian data. Using a regression approach, we find that the effect of husband's education on wife's education is positive and significant. Then, we empirically verify if the observed matching distribution is super-modular, i.e., the local log odds ratios of education are all positive. We conclude that the data (weakly) supports Becker's positive assortative mating hypothesis in Argentina. The model that best describes marriage formation is more consistent with preference for own type rather than with PAM.


Keywords: Marriage, assortative mating, education, log-odds ratios.
JEL Classification: J12, I21, D31.

[^0]
#### Abstract

Resumen En este trabajo testeamos la hipótesis acerca del emparejamiento selectivo positivo (PAM) en Argentina. Con un enfoque paramétrico encontramos que el efecto de la educación del esposo sobre la de su esposa es positivo $y$ significativo. Luego, con un enfoque no paramétrico verificamos empíricamente si la distribución de emparejamiento observada de las parejas es supermodular, i.e., si los ratios locales logarítmicos son todos positivos. Nuestra evidencia apoya (en forma débil) la teoría de Becker respecto del emparejamiento positivo. El modelo que mejor describe los matrimonios es más consistente con uno de preferencias por el propio tipo que con uno de PAM.
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## 1. INTRODUCTION

The concept of assortative mating was first formalized by Becker (1973, 1974), and since then it has been widely studied by economists and sociologists alike. At the heart, the idea behind assortative mating is simple: if the marginal "surplus" generated from mating is increasing along an attribute (for us education) of a partner, then in a stable equilibrium an educated male matches with an educated female, and vice versa ${ }^{1}$. Most of the earlier works in this area have focused on testing for such assortative mating or sorting in the marriage market and labor market. Even though the idea is simple, finding support for sorting in the data is known to be difficult (Choo and Siow (2006); Eeckhout and Kircher (2011); Siow (2015)) ${ }^{2}$.

There is a substantial amount of work on this subject for the U.S, both theoretical and applied. Evidence for the U.S suggests that mating is assortative, Choo and Siow (2006); Siow (2015), and that it has increased through time, Greenwood, Guner, Kocharkov, and Santos (2014). On the other hand, as far as we are aware, there is no evidence for Argentina. This paper thus, seeks to contribute to this literature by investigating if mating is assortative and if so, if the degree of positive matching has changed through time.

[^1]We are interested in the marriage pattern in Argentina and its effect (if any) on couple formation. Using Argentinian household survey data from 1980-2014 for Greater Buenos Aires, we conduct several tests to check for positive assortative mating. We focus exclusively on Greater Buenos Aires in order to minimize any errors in defining a "marriage market" ${ }^{3}$. Also, we concentrate our study selecting some years that are not associated with some major macroeconomic crises in Argentina. Our results indicate that: a) there is a positive effect of husbands education on the wife's education in the years considered; $b$ ) there is evidence that more educated people marry more educated people, and vice versa; and c) there is a "weak" pattern of totally positive of order 2 (i.e. local $\log$ odds ratios are all positive).

To know more about the characteristics of marriage is important for several reasons. One, that is particularly important, is the link between household formation and the optimal tax scheme. For example, if one wants to consider taxation for couples, assortative mating, Becker (1973, 1974), suggests that the partners' types are dependent and it is hard to justify the claim that the government knows the joint density of these types. In an important paper Kleven, Kreiner, and Saez (2009) consider optimal income taxation for couples and show that when the types are independent (when low and high type females are equally likely to marry high and low type males) the optimal taxation should exhibit negative jointness ${ }^{4}$ : the marginal tax rate for one spouse should go down when the income of the other spouse goes up. Frankel (2014) allows assortative mating with discrete types and finds that even though the optimal taxation should have negative jointness when one's type is uncorrelated to his or her spouse's, as the level of assortative mating increases negative jointness attenuates and for a large enough correlation between types, the negative jointness disappears entirely. So in an economy where couples have highly correlated types, the government should use a separable tax code. Chade and Ventura (2002) find that tax reforms can have substantial effects on female labor supply and on the degree of assortative mating. This is particularly relevant because different countries around the world use different taxation rules. For instance in the U.S couples are treated as a single individual for tax purpose while in Argentina they file separately.

Another important reason to learn more about marriage is its connection to income distribution. There are numerous papers that have tried to explain the distribution of income and its determinants for Argentina (see Cruces and Gasparini, 2010). Even though there is no much empirical work that exploits the linkage between inequality and assortative mating. Another channel has to do with the effects of education, in particular the distributive effects of marriages positively sorted along the couples education. Since the education premium is positive, Card (2001), and growing over time, Katz and Autor (1999); Acemoglu (2002) and Kaymak (2009), assortative mating will be associated with increasing income inequality, this link between assortative mating and (high) income inequality is in fact causal.

[^2]Finally, to explore assortative mating is relevant to study demographics possible explanations for the way households are formed. By this we mean the way marriages constitute.

The remaining of the paper is structured as follows. Section 2 describes the sample and provides summary statistics. Section 3 contains the empirical strategy we use in our investigation and the results. In particular, we present the regression approach, the tests for positive assortative mating, and we discuss our findings. Finally, section 4 concludes and indicates future lines of research.

## 2. DATA

We use data for Great Buenos Aires (GBA) from the National Permanent Household Survey (EPH) of Argentina for the years 1980-2014. We restrict our attention to GBA since we have complete data, especially, for the early years of our sample, which is not the case for other urban areas in those years. The EPH contains detailed individual and household level information such as gender, marital status, education, wages and (total) family income.

In order to study the marriage market between 1980 and 2014 we decided to keep in our sample only the years 1980, 1986, 1992, 1998, 2004, 2010, and 20145. Since we are interested in marriages we restrict our attention to the subsample pertaining to couples (either legally married or not). Therefore, we do not, and cannot, explain why some stay single or why some couples divorce. We further restrict ourselves to the observations where both individuals (in a household) are between the age of 25 and 60 , and at least one of them has positive labor income. This leaves us with 1,600 observations on average per year where the largest number $(2,154)$ corresponds to 2014 and the smallest number $(1,231)$ is for 1998. Ideally we would prefer a narrower age gap for the couples, but this implies to work with significantly smaller samples. Since our main exercises are based on non-parametric techniques, we chose to use a wider age gap between couples in order to avoid deteriorating the precision of our estimates based on small sample size issues.

As can be seen, in Table 1 the average years of schooling for a wife has increased from 7.76 years (completion of elementary school) in 1980 to almost 12 years (completion of high school) in 2014. Likewise there is an increase in the average number of school years for the husband from 8.27 in 1980 to 11.11 in 2014, but of a slightly smaller magnitude. In particular, between 2004 and 2014, the average years of wife's schooling overtook that of husband's. We also see a change in the gender of household head -the proportion of households with a male head has decreased throughout the years. While $99 \%$ of the households had male as heads in 1980 and 1986, it has declined to $85 \%$ in 2014. In line with this, there has been a significantly

[^3]increase in female labor force participation over the years as well as an increase in her household income share (roughly doubled between 1980 and 2014).

TABLE 1
SUMMARY STATISTICS

|  | Mean <br> Variables <br>  <br> Years |  |  |  |  |  | 1980 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

To explore more about the level of education of married couples we divide the sample according to six levels of education: incomplete elementary school (IES); complete elementary school (CES); incomplete high school (IHS); complete high school (CHS); incomplete college degree (IC); and complete college degree or more (CC+). Table 2 shows the percentage of couples with a certain level of education in 1980 and 2014. For instance, $15.01 \%, 23 \%, 3.47 \%, 4.33 \%, 1.18 \%$, and $1.44 \%$ of couples in 1980 were such that both partners had IES, CES, IHS, CHS, IC, and CC+ levels of education, respectively. As can be seen, for both 1980 and 2014, the diagonal entries (in bold) are biggest along any row or column, which is suggestive of sorting along education. Although we do not present the data for other years, they all exhibit a similar pattern. We can also see that couples with both partners being more educated have increased through time. In particular the proportion of marriages with the highest level of education for both members has increased from $1.44 \%$ in 1980 to $13.77 \%$ in 2014.

TABLE 2
HUSBAND-WIFE EDUCATION

| Wife | Husband |  |  |  |  |  |  |
| :---: | ---: | ---: | :---: | ---: | :---: | :---: | :---: |
| 1980 | IES | CES | IHS | CHS | IC | CC+ |  |
| IES | 15,01 | 9,44 | 1,83 | 0,13 | 0,07 | 0,07 |  |
| CES | 6,68 | 2,00 | 6,88 | 3,01 | 1,11 | 0,52 |  |
| IHS | 1,70 | 3,21 | 3,47 | 2,23 | 0,66 | 0,46 |  |
| CHS | 0,39 | 2,49 | 2,88 | 4,33 | 1,70 | 2,62 |  |
| IC | 0,00 | 0,26 | 0,66 | 0,72 | 1,18 | 0,72 |  |
| CC+ | 0,07 | 0,20 | 0,07 | 0,26 | 0,52 | 1,44 |  |
| 2014 | IES | CES | IHS | CHS | IC | CC+ |  |
| IES | 0,93 | 1,58 | 0,51 | 0,46 | 0,00 | 0,00 |  |
| CES | 1,72 | 11,08 | 3,25 | 3,01 | 0,42 | 0,32 |  |
| IHS | 1,11 | 4,73 | 5,66 | 3,11 | 0,60 | 0,32 |  |
| CHS | 0,42 | 4,36 | 3,85 | 13,17 | 1,53 | 2,13 |  |
| IC | 0,05 | 0,60 | 1,67 | 2,60 | 2,27 | 2,87 |  |
| CC+ | 0,19 | 0,88 | 1,58 | 5,47 | 3,80 | 13,77 |  |

Note: Each entry shows the percentage of total sample that corresponds to the education level of husband and wife. For instance, in 1980, if we look at wives with couples had Incomplete Elementary School (IES), $15.01 \%$ had husbands with IES, $9.44 \%$ with Complete Elementary School (CES), $1.83 \%$ with Incomplete High School (IHS), $0.13 \%$ with Complete High School (CHS), $0.07 \%$ with Incomplete College (IC), and $0.07 \%$ with Complete College or more (CC +).

## 3. EMPIRICAL STRATEGY AND RESULTS

In this section we explain the methodology and results from a series of exercises in order to test the positive -assortative- mating hypothesis that posits that marriages can be positively sorted along the couples' education.

First, we adopt a parametric perspective by using a regression approach to assess assortative mating by controlling for observed and unobserved characteristics. Then, in order to provide more evidence about assortative mating, we use a set of nonparametric tests. In particular, we empirically verify if the observed matching distribution is super-modular, i.e., the local $\log$ odds ratios of education are all positive.

### 3.1. Testing Assortative Mating

Regression approach. As a first (parametric) exercise to assess assortative mating, we regress wife's education on husband's education, while controlling for other covariates. In particular, we use the following specification:

$$
\begin{equation*}
E_{m}^{w}=\alpha+E_{m}^{h} \theta+X_{m}^{\prime} \beta+\epsilon_{m} \tag{1}
\end{equation*}
$$

where the subscript $m$ denotes the $m^{\text {th }}$ couple, and the superscripts $w$ and $h$ denote wife and husband, respectively. That is, $E_{m}^{w}$ is the number of years of education of the
wife when she belongs to a couple indexed by $m$, and likewise $E_{m}^{h}$ is her husband's years of education. In addition, we control for the age gap, the presence of children in the household, and the gender of the household head ${ }^{6}$. We collect all these in the vector $X_{m}{ }^{7}$.

Our parameter of interest is $\theta$; where $\theta$ measures the degree of assortative mating. Greenwood, Guner, Kocharkov, and Santos (2014) also use a similar strategy but they ignore the possibility that the education of the husband might be endogenous. In the literature, there are a large number of findings that spread doubt about how exogenous is the husband education variable. For example, wife family and social background could affect wife's education and her choice of a more educated partner. Also, the wife's preference about education could have an effect on the husband education. Wives that care more about education may select more educated husbands as their partners or encourage their husbands to study. On the other hand, both husbands and wives may take into account how their pre-marital education decisions affect their marital (unobserved) power bargaining.

To correct for this endogeneity we propose to use an IV procedure to estimate equation (1), but finding a valid instrument is not quite simple. We need an instrument strongly correlated with the endogenous variable (i.e. husband education) and that satisfies the exclusion restriction (i.e. no effect on wife education). It has been known for a while now that income is highly correlated with education, which means that husband's income will be highly correlated with his education, so we consider the husband's log-income as an instrumental variable. In Table 3 we present the Spearman's (rank) correlation where we observe that the correlation between husband log-income and husband education is different from zero. As we expect, the correlation coefficient is positive and it is around 0.50 . Also, more educated husbands show higher correlation coefficients. These features suggest that this variable could be used as an instrument.

To further assess the validity of our instrument, we also estimate the model using 3 subsamples: one where the wife has less than high school, another one in which she has less than college (including high school), and finally one in which she attains the highest level of education (more than college). As shown in Tables A1, A2 and A3 in Appendix the identification power of the instrument relies heavily on the variation in husbands' education and income for those wives with lower level of education (first stage F-tests larger than 10).

Also, a valid instrument needs to satisfy the exclusion restriction. For husband's income to be a good instrument, it should only affect husband's education but not the
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## TABLE 3

CORRELATION: HUSBAND EDUCATION AND INCOME

| Education\Year | 1980 | 1986 | 1992 | 1998 | 2004 | 2010 | 2014 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| All | 0.50 | 0.51 | 0.49 | 0.50 | 0.47 | 0.45 | 0.42 |
| IEH, CES \& IHS | 0.27 | 0.30 | 0.23 | 0.26 | 0.23 | 0.15 | 0.15 |
| CHS \& IC | 0.20 | 0.12 | 0.14 | 0.20 | 0.22 | 0.20 | 0.16 |
| CC+ | 0.16 | 0.32 | 0.16 | 0.33 | 0.36 | 0.25 | 0.25 |

Note: Spearman's rank correlation of husband's education and log of husband's income.
wife's education. The exclusion restriction relies on the timing of the decision to go to school and marry, because (in most likelihood) acquiring education comes before the decision to marry. We have in mind a situation where the schooling years is decided by the wife (when she is a maiden), possibly in consultation with her maiden family, and not in conjunction with her future husband. This is consistent with the theory of assortative mating where the decision to marry someone is based solely on education, i.e., it is only after one's education is over does one marry. Since we do not model the dynamic decision of education choice and mating, we cannot directly test the validity of this exclusion restriction. The only caveat seems to be those who get higher education. It is possible, for instance, that in our data the husband's income influences the marginal decision (intensive margin) to get an advanced degree, such as an MBA or M.D.

Results. Table 4 presents the regressions estimates using the entire sample. Tables A1, A2, and A3 in Appendix A1 provide the regression estimates for different educational groups (i.e. varying sample sizes). In all cases the effect of husband education on wife's education is positive. For the entire sample, the husband education coefficient $\left(\theta^{\circ}\right)$ estimated by OLS ranges between 0.585 and 0.722 and the coefficients estimated by IV ranges between 0.805 to 1.038 , so they are higher than the OLS estimates. The coefficients are statistically significant. We thus find evidence supporting a pattern of assortative couple formation along education. However, we do not find strong evidence in favor of an increasing pattern throughout the years since the $\theta^{\prime} s$ do not increase steadily through time.

We also present, as a robustness check, the results obtained using data for couples between 25 and 40 years old which can be considered more homogeneous (in terms of marriage spell). These results are reported in Table 5 and are qualitatively similar to the ones found for the entire sample. The IV estimates are positive and significant. By comparing IV with OLS estimates, we also find that the pattern of assortative mating is stronger in the former case throughout all the years of the sample.

Local odds ratio approach. From the parametric approach, we find evidence supporting assortative mating. In this section, we test different models of assortative mating and we see which of them better describe our data. In particular, we are interested in testing Becker's theory of Perfect Positive Assortative Matching (PAM).
TABLE 4

|  | 1980 |  | 1986 |  | 1992 |  | 1998 |  | 2004 |  | 2010 |  | 2014 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV |
|  | 0.586 | 0.805 | 0.625 | 0.961 | 0.652 | 1.038 | 0.653 | 0.935 | 0.722 | 0.865 | 0.665 | 1.003 | 0.665 | 0.914 |
|  | [0.019]*** | [0.041]*** | [0.016]*** | [0.055]*** | [0.020]*** | [0.067]*** | [0.021]*** | [0.065]*** | [0.016]*** | [0.050]*** | [0.017]*** | [0.064]*** | [0.015]*** | [0.069]*** |
|  | 0.197 | 0.000 | 0.240 | -0.465 | 0.284 | -0.146 | 0.091 | -0.590 | 0.046 | -0.495 | -0.017 | -0.762 | -0.426 | -0.818 |
|  | [0.147] | [0.161] | [0.158] | [0.180]*** | [0.193] | [0.222] | [0.189] | [0.205]*** | [0.142] | [0.147]*** | [0.154] | [0.174]*** | [0.135]*** | [0.143]*** |
|  | 0.024 | 0.040 | 0.037 | 0.049 | 0.012 | 0.020 | 0.005 | 0.029 | -0.005 | -0.014 | -0.008 | 0.007 | -0.011 | -0.010 |
| agegap | [0.013]* | $[0.014]^{* * *}$ | $[0.013]^{* * *}$ | [0.015]** | [0.016] | [0.019] | [0.016] | [0.017]* | [0.015] | [0.014] | [0.016] | [0.016] | [0.012] | [0.012] |
|  | -1.733 | $-0.667$ | 0.756 | 0.962 | -0.503 | -1.614 | 0.082 | -0.102 | -0.234 | -0.400 | -0.360 | -0.517 | 0.124 | 0.232 |
|  | [0.932]* | [0.926] | [0.934] | [0.925] | [0.717] | [0.688]** | [0.523] | [0.497] | [0.326] | [0.301] | [0.232] | [0.239]** | [0.179] | [0.178] |
|  | 4.394 | 1.619 | 1.971 | -0.753 | 3.446 | 1.163 | 3.128 | 1.182 | 3.289 | 2.357 | 4.560 | 1.478 | 4.429 | 1.856 |
| Constant | [0.935]*** | [0.975]* | [0.932]** | [1.001] | [0.763]*** | [0.898] | [0.589]*** | [0.757] | [0.372]*** | [0.561]*** | [0.323]*** | [0.713]** | [0.260]*** | [0.776]** |
| Observations | 1,526 | 1,526 | 1,874 | 1,874 | 1,246 | 1,246 | 1,230 | 1,230 | 1,926 | 1,926 | 1,646 | 1,646 | 2,152 | 2,152 |
| R-squared | 0.425 | 0.162 | 0.456 | 0.117 | 0.447 | 0.143 | 0.441 | 0.111 | 0.505 | 0.081 | 0.461 | 0.107 | 0.454 | 0.061 |
| First stage F-test value |  | 96.38 |  | 62.42 |  | 46.52 |  | 45.51 |  | 62.85 |  | 46.63 |  | 34.82 |

Note: Robust standard errors in brackets.
TABLE 5
REGRESSIONS' RESULTS FOR COUPLES BETWEEN 25 AND 40 YEARS OLD

|  | 1980 |  | 1986 |  | 1992 |  | 1998 |  | 2004 |  | 2010 |  | 2014 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV |
|  | 0.614 | 0.786 | 0.633 | 0.806 | 0.661 | 0.962 | 0.640 | 0.631 | 0.652 | 0.816 | 0.655 | 0.718 | 0.609 | 0.645 |
|  | [0.027]*** | [0.054]*** | [0.024]*** | [0.089]*** | [0.033]*** | [0.091]*** | [0.033]*** | [0.096]*** | [0.027]*** | [0.100]*** | [0.030]** | [0.094]*** | [0.026]*** | [0.099]*** |
|  | -1.060 | -1.961 | $-0.695$ | -2.022 | -0.568 | -1.839 | -0.853 | -2.339 | -1.211 | -3.059 | -0.790 | -2.458 | -1.407 | -2.642 |
| wchildren | [0.392]*** | [0.366]*** | [0.306]** | [0.330]*** | [0.497] | [0.441]*** | [0.356]** | [0.364]*** | [0.277]*** | [0.277]*** | [0.248]*** | [0.266]*** | [0.217]*** | [0.226]*** |
|  | 0.019 | 0.053 | 0.055 | 0.051 | 0.033 | 0.016 | 0.066 | 0.064 | -0.051 | $-0.070$ | 0.012 | 0.011 | 0.004 | -0.042 |
| agegap | [0.029] | [0.032]* | [0.028]** | [0.029]* | [0.035] | [0.039] | [0.035]* | [0.034]* | [0.028]* | [0.028]** | [0.032] | [0.031] | [0.025] | [0.024]* |
|  | -1.084 | 1.567 | -0.030 | -0.726 | -1.352 | -1.881 | -0.018 | -0.307 | 0.054 | $-0.280$ | -0.453 | $-0.429$ | 0.134 | 0.166 |
| dgender | [3.151] | [1.910] | [1.450] | [1.417] | [0.908] | [1.182] | [0.639] | [0.692] | [0.423] | [0.503] | [0.336] | [0.324] | [0.254] | [0.250] |
|  | 5.230 | 1.779 | 4.041 | 4.236 | 5.171 | 3.765 | 4.545 | 6.211 | 5.290 | 5.416 | 5.722 | 6.268 | 6.248 | 6.865 |
| Constant | [3.181] | [2.032] | [1.488]*** | [1.592]** | [1.147]*** | [1.593]** | [0.828]*** | [1.259]*** | [0.564]*** | [1.127]*** | [0.591]*** | [1.179]*** | [0.471]*** | [1.171]*** |
| Observations | 578 | 578 | 764 | 764 | 513 | 513 | 472 | 472 | 756 | 756 | 649 | 649 | 873 | 873 |
| R-squared | 0.488 | 0.237 | 0.477 | 0.084 | 0.451 | 0.181 | 0.466 | 0.114 | 0.496 | 0.156 | 0.496 | 0.152 | 0.466 | 0.133 |
| First stage F-test value |  | 54.42 |  | 17.7 |  | 24.27 |  | 16.52 |  | 16.45 |  | 17.36 |  | 15.12 |

Note: Robust standard errors in brackets.

From Becker $(1973,1974)$ we know that in a static model with transferable utilities where the match output function is super-modular with respect to agents’ ability (e.g. education), there is PAM in equilibrium. Moreover, PAM is independent of the population distribution of wives and husbands, and of the number of categories (levels of education) considered. Also, PAM can be assessed by looking at a subset of the population, and imposes no restrictions on the unmatched. In a recent paper, Siow (2015) developed a stochastic version of the Becker model with the same predictions as the original one but also with more powerful statistical tools to test PAM, than simple correlation tests. Also, he indicates how to empirically differentiate between PAM and preferences for own type by using the concept of supermodularity of the marital output function. In this set of exercises we closely follow Siow (2015).

To describe some patterns of the marriage market, let $\mu(i, j)$ be the number of couples in which the husband has achieved education level $i$ and the wife has education level $j$, where $i, j \in\{I E S, C E S, I H S, C H S, I C, C C+\}$. Then, we can define a $6 \times 6$ matrix $\mu$, known as the equilibrium matching distribution, which has $\mu(i, j)$ as a typical element (see Table 2). A local measure of association in $\mu$ can be computed using local log odds ratios, where the $\{i, j\}$ local $\log$ odds ratio is defined as

$$
l(i, j):=\ln \left[\frac{\mu(i, j) \mu(i+1, j+1)}{\mu(i+1, j) \mu(i, j+1)}\right]
$$

As emphasized by Siow (2015), there is no loss of information in considering local $\log$ odds ratios rather than $\mu$. We calculate a $5 \times 5$ matrix of local log odds ratios, one for each year. For 1980 and 2014 these ratios are reported in Table 6, the remaining years are in Appendix A1. Each entry denotes the estimated log odds ratios for each pair of education level, with bootstrapped standard errors (1000 replications) in parenthesis.

Our running hypothesis is that if marriage was sorted along education, then we would expect $\log$ odds ratios greater than zero (i.e. $l(i, j)>0$ ) when the level of education is the same for both partners. On the other hand, if marriage was (uniformly) random then the ratios would be equal to zero.

We indeed find that the (unrestricted) log odds are all greater than zero, for both the years, along the main diagonal. In 1980 there are 11 significantly different from zero $\log$ odds ratios, 5 of which are along the main diagonal. However, 3 off-diagonal $\log$ odds ratios are negative. In 2014 these patterns are repeated with 11 local odds ratios being significantly different from zero. Along the main diagonal we again obtain positive ratios and in the off-diagonal positions we have 2 negative ratios. This is preliminary evidence suggesting that random matching is not the pattern describing couple formation.

We, now, explore formally if the sorting pattern found in Table 2 is strong enough to suggest assortative mating based on education. We compare different models of marriage matching to see which one better describes our data. We start by providing the following definitions,

Definition of TP2: $\mu$ is Totally Positive of Order 2 if:

$$
l(i, j) \geq 0, \forall i<I, \forall j<J .
$$

Definition of DP2: The $I \times I$ matrix $\mu$ is Diagonal Positive of Order 2 if:

$$
l(i, i) \geq 0, \forall i<I .
$$

Definition of DPNE: The $I \times I$ matrix $\mu$ is Diagonal Positive and Negative Elsewhere if:

$$
l(i, i) \geq 0, \forall i<I \text { and } l(i, j)<0 \forall i \neq j .
$$

Definition of DP0E: The $I \times I$ matrix $\mu$ is Diagonal Positive and Zero Elsewhere if:

$$
l(i, i) \geq 0, \forall i<I \text { and } l(i, j)=0 \forall i \neq j .
$$

TP2 is a common strong measure of positive assortative matching (PAM) used in the Statistical Literature (Douglas et al. (1991); Shaked and Shanthikumar (2007)). As can be seen, TP2 is stronger than DP2. Another interesting pattern of matching is DPNE where the log odds ratios along the main diagonal are positive and negative elsewhere. Finally, DPOE assumes random matching for the off diagonal couples.

TABLE 6

## LOCAL LOG ODDS RATIOS

| 1980 Wife\Husband | IES, CES | CES, IHS | IHS, CHS | CHS, IC | IC, CC+ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| IES, CES | $1.700^{* * *}$ | $0.431^{*}$ | $1.814^{* * *}$ | -0.302 | -0.754 |
|  | $(0.154)$ | $(0.239)$ | $(0.617)$ | $(0.740)$ | $(0.842)$ |
| CES, IHS | $-0.602^{* *}$ | $1.285^{* * *}$ | 0.381 | -0.228 | 0.397 |
| IHS, CHS | $(0.272)$ | $(0.223)$ | $(0.293)$ | $(0.473)$ | $(0.750)$ |
|  | $1.212^{* *}$ | 0.068 | $0.849^{* * *}$ | 0.292 | 0.787 |
| CHS, IC | $(0.548)$ | $(0.310)$ | $(0.294)$ | $(0.468)$ | $(0.601)$ |
|  | n.a. | 0.770 | -0.310 | $1.424^{* * *}$ | $-0.923^{* *}$ |
| IC, CC+ |  | $(0.646)$ | $(0.519)$ | $(0.443)$ | $(0.467)$ |
|  | n.a. | $-2.015^{* *}$ | 1.291 | 0.201 | $1.504^{* *}$ |
| 2014 Wife\Husband | IES, CES | CES, IHS | IHS, CHS | CHS, IC | IC, CC+ |
|  | $1.335^{* * *}$ | -0.100 | 0.021 | n.a. | n.a. |
| IES, CES | $(0.351)$ | $(0.394)$ | $(0.488)$ |  |  |
|  | -0.419 | $1.407^{* * *}$ | $-0.525^{* *}$ | 0.337 | -0.368 |
| CES, IHS | $(0.296)$ | $(0.187)$ | $(0.231)$ | $(0.502)$ | $(0.727)$ |
|  | $0.899^{*}$ | -0.304 | $1.829^{* * *}$ | -0.513 | $0.951^{*}$ |
| IHS, CHS | $(0.473)$ | $(0.203)$ | $(0.197)$ | $(0.360)$ | $(0.571)$ |
| CHS, IC | 0.219 | $1.143^{* * *}$ | $-0.788^{* * *}$ | $2.019^{* * *}$ | -0.097 |
|  | $(0.680)$ | $(0.384)$ | $(0.249)$ | $(0.281)$ | $(0.304)$ |
| IC, CC+ | -1.007 | -0.437 | $0.802^{* * *}$ | -0.230 | $1.052^{* * *}$ |
|  | $(0.774)$ | $(0.471)$ | $(0.291)$ | $(0.243)$ | $(0.228)$ |

Note: Bootstrap standard errors ( 1000 replications) in parenthesis. ( ${ }^{* * *)}$ denotes p-value $<0.01$, $(* *)$ denotes p -value $<0.05,\left(^{*}\right)$ denotes $\mathrm{p}<0.1$. The entry ' $\mathrm{n} . \mathrm{a}$ ' refers to cases with insufficient observations.

DP2, DPNE, and DP0E can be rationalized by a model of preference for own type (for details see Siow (2015)). This is important since it is possible to have preference for own type but not PAM in the data. One way to model preference for own type is by means of a penalty function that reflects that marital output is higher the more similar the spouses are. In other words, preference for own type basically imposes restrictions on the log odds ratios along the main diagonal (they should be positive). The difference between TP2 and these models (DP2, DPNE, and DPOE) is the maintained assumption about the "non-similar" matches (off-diagonal positions). For the DPNE model, one is assuming that there is no complementarity in terms of marital output, for couples located in the off-diagonal positions, while in the DP0N model one assumes random matching outside the main diagonal. DP2 does not restrict off-diagonal log odds.

We compare every model described above with an unrestricted model, i.e. the one that does not impose any kind of restriction on the sing of the log odd ratios. For example, imposing non-negative diagonal terms delivers the (restricted) DP2 model. If we further impose non-negative off-diagonal elements we obtain the (restricted) TP2 model. If the diagonal terms are restricted to be non-negative but the off-diagonal ones are negative, we end up with the DPNE model. Finally, when the off diagonal is restricted to be zero while the diagonal positions are non-negative, we have the DP0E model. We compare every case by means of a Log-Likelihood Ratio (LR) statistic and a Mean Relative Error (MRE) test.

Tests. Let $N$ be the sample size and $n_{i j}$ the observed number of marriages in which the husband has education level $i$ and the wife has education level $j$. We assume that each marriage follows a multinomial distribution with parameter $p_{i, j}=\frac{\mu_{i j}}{N}$. Then, the unrestricted model is

$$
\begin{align*}
L_{u} & =\max _{\mu_{i j}} \sum_{i j} n_{i j \ln \mu_{i j}} \\
\text { s.t. } & N-\sum_{i j} \mu_{i j}=0 . \tag{2}
\end{align*}
$$

The different restricted models correspond to TP2, DP2, DPNE, and DP0E. For the TP2 model we add the restrictions that all log-odd ratios are nonnegative (i.e. $l(i, j) \geq 0$ ). For the DP2 model the restrictions are only for the diagonal terms, $l(i, i) \geq 0$. And finally for the DPNE and DP0E models there are two kinds of restrictions to consider. The first ones are the same as in the DP2 case and the second ones impose that the off-diagonal log-odds ratios are all negative $(l(i, j)<0, i \neq j)$ for the DPNE model and zero for the DP0E model $(l(i, j)=0, i \neq j)$.

It is well known that maximizing a log-likelihood could be difficult when the problem involves a substantial number of restrictions as in our case. In practice, one solution is to re-write problem (2) as a geometric programming problem which involves a minimization (see Lim, Wang, and Choi (2009) and Boyd, Kim, Vandenberghe, and Hassibi (2007)). For the TP2 model the restricted geometric programming problem is

$$
\begin{align*}
\mu_{r}(i, j)= & -\operatorname{argmin} \sum_{i j} n_{i j \ln \mu_{i j}} \\
\text { s.t. } \quad & -\ln \mu_{i j}-\ln \mu_{i+1, j+1}+\ln \mu_{i, j+1}+\ln \mu_{i+1, j} \leq 0, \forall i<I, j<J  \tag{3}\\
& \ln \left(\sum_{i j} \frac{\mu_{i j}}{N}\right) \leq 0 .
\end{align*}
$$

Once this problem is solved we obtained the optimal values, $\mu_{r}(i, j)$, which can be used to compute the maximized log-likelihood value $\left(L_{r}\right)^{8}$. Similarly we solve for the DP2, DPNE, and DP0E. Then, we use a LR test defined by

$$
L R=2\left(L_{u}-L_{r}\right)
$$

where $L_{u}$ is the maximized log-likelihood for the unrestricted model and $L_{r}$ corresponds to the restricted version.

For the test, the restricted model is the one under the null hypothesis while the unrestricted model is under the alternative. To assess the results we use parametric bootstrap to obtain the corresponding p-values ${ }^{9}$. Since in large samples the power of this test is close to one, we also conduct a second test not sensitive to sample size. That is we perform a MRE (Mean Relative Error) test defined by

$$
M R E=\frac{1}{I J} \sum_{i j} \frac{\left|\mu_{r}(i, j)-\mu(i, j)\right|}{\mu(i, j)},
$$

where $\mu(i, j)$ are the ones obtained from the data and $\mu_{r}(i, j)$, are the solutions to the linear programming problem of each restricted model. Note that MRE is zero if the restricted model fits the data perfectly.

Results. The following table reports the results of the tests described above.
The tests for the year 1980 show that the model that better describes our data is DP2. That is, the LR statistic for this model is 0.0000 and the p -value is 0.2140 . For TP2 the LR statistic is 15.598 with a p-value of 0.023 . Thus the minimum level at which we do not reject the null hypothesis of TP2 against the unrestricted model is just $2.3 \%$. DPNE and DP0E are rejected at all conventional levels. Therefore we can conclude that there is no evidence against TP2 and DP2.

[^5]
## TABLE 7

FORMAL TESTS

| Model | LL | LR | boot-pvalue | MRE |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1980 |  |  |  |  |  |
| Unrestrictive | $7.0066 \mathrm{E}+03$ | - |  |  |  |
| Restrictive: | $7.0066 \mathrm{E}+03$ | 0.000 | - | - |  |
| DP2 | $6.9988 \mathrm{E}+03$ | 15.598 | 0.0230 | 0.0000 |  |
| TP2 | $6.9774 \mathrm{E}+03$ | 58.339 | 0.0000 | 0.54969 |  |
| DPNE | $6.9756 \mathrm{E}+03$ | 62.039 | 0.0000 | 0.5959 |  |
| DP0E |  |  |  |  |  |
| 2014 | $1.0077 \mathrm{E}+04$ | - | - | - |  |
| Unrestrictive | $1.0077 \mathrm{E}+04$ | 0.000 | 0.7610 | 0.0000 |  |
| Restrictive: | $1.0067 \mathrm{E}+04$ | 20.684 | 0.0110 | 0.1288 |  |
| DP2 | $1.0059 \mathrm{E}+04$ | 35.934 | 0.0010 | 0.1948 |  |
| TP2 | $1.0056 \mathrm{E}+04$ | 41.949 | 0.0180 | 0.2102 |  |
| DPNE |  |  |  |  |  |

To summarize, the restricted model that is more consistent with the data is DP2, i.e., the one that imposes restrictions only on the diagonal log odds ratios. The fact that positive diagonal local log odds are supported by our data indicates that there is homogamy in the marriage market but not a pattern of PAM. As mentioned above these results can be rationalized through a model of preference for own type with a marital penalty function (for further details see Proposition 4 in Siow (2015)).

## 4. CONCLUSION

In this paper we investigate important aspects about couple formation in Argentina. We test if marriage is consistent with positive assortative mating along education, like in other countries. In particular, we use formal testing procedures to rigorously assess for TP2 or other forms of matching. For this purpose we estimate different behavioral models using the local odds ratio approach. We also conduct several regressions taking into account possible endogeneity problems. To this end we perform IV regressions using the log-income of the husband as an instrument. Evidence supporting assortative mating based on education is found by both, the non-parametric and the parametric methods explained above. Nevertheless, we do not find a clear pattern of PAM, that is a strong measure of assortative mating.

An important issue to investigate more deeply is the link between assortative mating and the optimal tax scheme. To pursue this goal it is of first importance
to have accurate tax data at the individual level. Therefore one needs to construct a suitable data set from different sources, which requires a significant amount of effort and time. Moreover, even with the data at hand, it is necessary to construct a model for the marriage market where males and females are heterogeneous with respect to their type/earning potential and there is a centralized matching with search friction as in Shimer and Smith (2000). In this kind of settings, matches take place at different markets where an individual observes the type of all potential partners. In the implementation of this model we can proxy the market by restricting our attention at a city level or county level, to capture the idea that people who live close by are more likely to marry. After marriage, two partners form a household and they choose their labor and consumption, where the total income depends on their types. This approach ties the marriage market and the family economy together, both of which have been studied separately but not together. This generalizes the current literature where either the payoffs are treated exogenous as in the marriage market or where the effect of bargaining on marriage market is ignored. We leave this for future research.
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APPENDIX A1. TABLES AND FIGURES
TABLE A1

## INCOMPLETE HIGH SCHOOL OR LES

|  | 1980 |  | 1986 |  | 1992 |  | 1998 |  | 2004 |  | 2010 |  | 2014 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV |
| heduc | 0.325 | 0.503 | 0.288 | 0.647 | 0.258 | 0.653 | 0.274 | 0.699 | 0.260 | 0.487 | 0.731 | 0.215 | 0.692 | 0.150 |
|  | [0.019]*** | [0.060]*** | [0.018]*** | [0.075]*** | [0.024]*** | [0.141]*** | [0.026]*** | [0.117]*** | [0.028]*** | [0.095]*** | [0.214]*** | [0.032]*** | [0.192]*** | [0.026]*** |
| wchildren | 0.130 | 0.033 | 0.238 | -0.108 | 0.448 | 0.358 | 0.330 | 0.145 | 0.403 | 0.219 | -0.204 | 0.057 | 0.151 | 0.302 |
|  | [0.123] | [0.133] | [0.129]* | [0.157] | [0.167]*** | [0.205]* | [0.167]** | [0.200] | [0.151]*** | [0.165] | [0.242] | [0.183] | [0.212] | [0.144]** |
| agegap | 0.018 | 0.022 | 0.035 | 0.038 | 0.032 | 0.035 | 0.003 | 0.012 | 0.004 | 0.008 | 0.037 | 0.019 | 0.021 | 0.007 |
|  | [0.012] | [0.011]* | [0.011]*** | [0.012]*** | [0.013]** | [0.016]** | [0.013] | [0.015] | [0.015] | [0.013] | [0.018]** | [0.013] | [0.015] | [0.012] |
| headgender | -1.388 | -1.095 | 1.014 | 0.903 | -0.516 | -0.918 | 0.558 | 0.566 | 0.155 | 0.166 | 0.099 | 0.251 | 0.180 | 0.135 |
|  | [0.859] | [0.733] | [0.754] | [0.733] | [0.623] | [0.605] | [0.593] | [0.495] | [0.334] | [0.289] | [0.303] | [0.275] | [0.224] | [0.191] |
| Constant | 5.235 | 3.727 | 3.256 | 0.924 | 5.121 | 2.499 | 4.180 | 1.060 | 4.696 | 3.015 | 1.532 | 5.438 | 1.509 | 6.032 |
|  | [0.860]*** | [0.824]*** | [0.754]*** | [0.861] | [0.671]*** | [1.215]** | [0.648]*** | [0.968] | [0.406]*** | [0.742]*** | [1.672] | [0.410]*** | [1.591] | [0.292]*** |
| Observations | 1,213 | 1,213 | 1,331 | 1,331 | 793 | 793 | 812 | 812 | 961 | 961 | 647 | 647 | 833 | 833 |
| R-squared | 0.206 | 0.053 | 0.176 | 0.072 | 0.136 | 0.044 | 0.151 | 0.063 | 0.129 | 0.044 | 0.032 | 0.101 | 0.034 | 0.056 |
| First stage <br> F-test value |  | 34.91 |  | 29.39 |  | 8.67 |  | 13.3 |  | 22.01 |  | 5.26 |  | 6.34 |

Note: Robust standard errors in brackets. ${ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05,{ }^{*} \mathrm{p}<0.1$.

|  | 1980 |  | 1986 |  | 1992 |  | 1998 |  | 2004 |  | 2010 |  | 2014 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OLS | Iv | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV |
| heduc | 0.046 | 0.124 | 0.104 | 0.048 | 0.086 | 0.234 | 0.068 | 0.100 | 0.092 | 0.116 | 0.158 | 0.172 | 0.113 | 0.117 |
|  | [0.019]** | [0.063]* | [0.015]** | [0.088] | [0.019]*** | [0.088]*** | [0.020]*** | [0.063] | [0.016]** | [0.058]** | [0.027]** | [0.084]** | [0.015]*** | [0.074] |
| wchildren | 0.013 | 0.008 | -0.108 | -0.096 | 0.085 | 0.026 | 0.046 | 0.005 | -0.065 | -0.137 | -0.014 | -0.179 | -0.138 | -0.187 |
|  | [0.158] | [0.170] | [0.130] | [0.136] | [0.141] | [0.162] | [0.139] | [0.133] | [0.115] | [0.106] | [0.116] | [0.120] | [0.100] | [0.090]** |
| agegap | -0.003 | -0.005 | -0.015 | -0.022 | -0.015 | -0.016 | -0.017 | -0.015 | -0.007 | -0.011 | 0.007 | 0.007 | -0.002 | -0.004 |
|  | [0.013] | [0.017] | [0.012] | [0.012]* | [0.012] | [0.015] | [0.012] | [0.013] | [0.011] | [0.010] | [0.011] | [0.012] | [0.007] | [0.007] |
| headgender | -0.585 | -0. 128 |  |  | -0.805 | -1.023 | -0.337 | -0.362 | -0.226 | -0.266 | -0.039 | 0.100 | 0.077 | 0.059 |
|  | [0.114]** | [1.190] |  |  | [0.636] | [0.645] | [0.429] | [0.312] | [0.296] | [0.271] | [0.152] | [0.168] | [0.103] | [0.115] |
| Constant | 12.685 | 11.283 | 11.474 | 12.156 | 12.395 | 10.874 | 12.024 | 11.709 | 11.791 | 11.595 | 10.811 | 10.640 | 11.291 | 11.306 |
|  | [0.218]*** | [1.484]*** | [0.199]*** | [1.044]*** | [0.655]*** | [1.081]*** | [0.488]** | [0.785]** | [0.337]*** | [0.691]*** | [0.324]** | [1.002]** | [0.213]*** | [0.867]*** |
| Observations | 274 | 274 | 419 | 419 | 331 | 331 | 288 | 288 | 581 | 581 | 572 | 572 | 765 | 765 |
| R-squared | 0.020 | 0.016 | 0.113 | 0.009 | 0.066 | 0.032 | 0.056 | 0.018 | 0.064 | 0.013 | 0.137 | 0.011 | 0.095 | 0.010 |
| First stage F-test value |  | 8.1 |  | 3.26 |  | 5,20 |  | 6.37 |  | 11.62 |  | 5.84 |  | 6.43 |

Note: Robust standard errors in brackets. *** $\mathrm{p}<0.01, * * \mathrm{p}<0.05$, $* \mathrm{p}<0.1$.
TABLE A3

|  | 1980 |  | 1986 |  | 1992 |  | 1998 |  | 2004 |  | 2010 |  | 2014 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OLS | IV | OLS | Iv | OLS | IV | OLS | IV | OLS | IV | OLS | IV | OLS | IV |
| heduc | 0.019 | 0.070 | 0.061 | 0.128 | 0.117 | 0.384 | 0.085 | 0.189 | 0.150 | 0.273 | 0.112 | 0.119 | 0.162 | 0.226 |
|  | [0.045] | [0.065] | [0.034]* | [0.218] | [0.030]*** | [0.193]** | [0.028]*** | [0.086]** | [0.017]*** | [0.065]** | [0.019]*** | [0.064]* | [0.015]*** | [0.069]*** |
| wchildren | 0.283 | 0.321 | -0.178 | -0.167 | -0.360 | -0.423 | -0.241 | -0.338 | $-0.222$ | -0.271 | -0.207 | -0.259 | -0.228 | -0.210 |
|  | [0.387] | [0.379] | [0.220] | [0.227] | [0.200]* | [0.271] | [0.177] | [0.198]* | [0.110]** | [0.118]** | [0.120]* | [0.118]** | [0.099]** | [0.099]** |
| agegap | 0.033 | 0.035 | -0.039 | -0.047 | -0.036 | -0.045 | -0.029 | -0.030 | -0.016 | -0.019 | -0.005 | -0.008 | -0.006 | -0.011 |
|  | [0.032] | [0.043] | [0.020]* | [0.023]** | [0.017]** | [0.024]* | [0.024] | [0.023] | [0.011] | [0.013] | [0.013] | [0.014] | [0.010] | [0.011] |
| headgender |  |  | -0.816 | -0.842 | $-0.227$ | -0.341 | 0.511 | 0.510 | -0.098 | -0.057 | -0.114 | -0.098 | -0.135 | -0.072 |
|  |  |  | [0.103]*** | [0.997] | [0.627] | [0.697] | [0.432] | [0.469] | [0.195] | [0.224] | [0.166] | [0.160] | [0.139] | [0.136] |
| Constant | 15.749 | 14.966 | 16.300 | 15.333 | 15.066 | 11.391 | 14.684 | 13.282 | 14.173 | 12.400 | 14.783 | 14.708 | 14.067 | 13.090 |
|  | [0.705]** | [1.048]** | [0.566]** | [3.338]** | [0.836]*** | [2.860]*** | [0.620]** | [1.360) ${ }^{* * *}$ | [0.312]** | [0.935]** | [0.310]*** | [0.906]*** | [0.252]*** | [0.997]*** |
| Observations | 39 | 39 | 124 | 124 | 122 | 122 | 130 | 130 | 384 | 384 | 427 | 427 | 554 | 554 |
| R-squared | 0.037 | 0.065 | 0.073 | 0.049 | 0.171 | 0.115 | 0.113 | 0.082 | 0.181 | 0.057 | 0.096 | 0.023 | 0.171 | 0.028 |
| First stage F-test value |  | 9.17 |  | 0.72 |  | 1.27 |  | 3.9 |  | 8.31 |  | 9.83 |  | 7.86 |

Note: Robust standard errors in brackets. *** $\mathrm{p}<0.01$, ** $\mathrm{p}<0.05$, ${ }^{*} \mathrm{p}<0.1$.

TABLE A4
LOCAL LOG ODDS RATIOS

|  | WifelHusband | IES, CES | CES, IHS | IHS, CHS | CHS, IC | IC, CC+ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1986 | IES, CES CES, IHS IHS, CHS CHS, IC IC, CC+ | $\mathbf{1 . 5 7} \mathbf{7}^{* * *}$ $(0.156)$ 0.18 $(0.268)$ 0.17 (0.390) n.a. n.a. | 0.16 <br> $(0.215)$ <br> $\mathbf{0 . 8 5} \mathbf{5}^{* * *}$ <br> $(0.188)$ <br> $0.48^{* * *}$ <br> $(0.241)$ <br> 0.05 <br> $(0.662)$ <br> -0.13 <br> $(0.925)$ <br> 0.69 | 0.58 <br> $(0.438)$ <br> 0.17 <br> $(0.249)$ <br> $\mathbf{0 . 9 8}^{* * *}$ <br> $(0.240)$ <br> -0.3 <br> $(0.602)$ <br> 1.14 <br> $(0.719)$ | n.a. <br> 0.54 <br> $(0.434)$ <br> -0.10 <br> $(0.363)$ <br> $\mathbf{2 . 1 8} \mathbf{R}^{* *}$ <br> $(0.487)$ <br> .$- .09^{* *}$ <br> $(0.555)$ <br> 0.84 | n.a. <br> -0.13 <br> $(0.642)$ <br> 0.71 <br> $(0.506)$ <br> 0.03 <br> $(0.357)$ <br> $\mathbf{0 . 8 8})^{* *}$ <br> $(0.383)$ |
| 1992 | IES, CES CES, IHS IHS, CHS CHS, IC IC, CC+ | $1.07^{* * *}$ $(0.217)$ $0.74^{*}$ $(0.386)$ 0.86 $(0.687)$ n.a. n.a. | $0.69^{* * *}$ $(0.342)$ $\mathbf{1 . 1 1}^{* * *}$ $(0.208)$ -0.1 $(0.267)$ 0.79 $(0.613)$ -0.55 $(0.820)$ | -0.76 $(0.548)$ 0.10 $(0.323)$ $\mathbf{1 . 6 5} * *$ $(0.287)$ -0.34 $(0.435)$ 0.81 $(0.573)$ | 0.84 $(0.761)$ 0.17 $(0.641)$ -0.25 $(0.499)$ $\mathbf{1 . 4 8}$ 承* $(0.437)$ 0.08 $(0.464)$ | -1.25 -0.90 1.37 $(0.826)$ 0.35 $(0.622)$ -0.36 $(0.445)$ 0.49 $(0.435)$ |
| 1998 | IES, CES CES, IHS IHS, CHS CHS, IC IC, CC+ | $1.86 * * *$ $(0.246)$ 0.18 $(0.312)$ 0.67 $(0.648)$ n.a. n.a. | -0.11 $(0.320)$ $\mathbf{0 . 9 5}$ $(0.196)$ 0.05 $(0.282)$ $0.86^{*}$ $(0.487)$ -0.29 $(0.667)$ | 1.02 <br> $(0.658)$ <br> 0.32 <br> $(0.295)$ <br> $\mathbf{1 . 6 4} \mathbf{4}^{* * *}$ <br> $(0.274)$ <br> $-0.96^{* * *}$ <br> $(0.413)$ <br> 0.79 <br> $(0.528)$ <br> 0.61 | $\begin{aligned} & \text { n.a. } \\ & 0.04 \\ & (0.526) \\ & -0.25 \\ & (0.393) \\ & \mathbf{1 . 1 3}^{* *} \\ & (0.448) \\ & 0.14 \\ & (0.479) \end{aligned}$ | $\begin{gathered} \text { n.a. } \\ -0.33 \\ (0.876) \\ 0.76 \\ (0.676) \\ 0.61 \\ (0.497) \\ \mathbf{0 . 7 8} \\ (0.447) \end{gathered}$ |
| 2004 | IES, CES <br> CES, IHS <br> IHS, CHS <br> CHS, IC <br> IC, CC+ |  <br> $2.03 * * *$ <br> $(0.252)$ <br> $1.37 * * *$ <br> $(0.527)$ <br> -0.61 <br> $(0.731)$ <br> -0.66 <br> $(0.799)$ <br> 0.83 <br> $(0.774)$ | 0.12 <br> $(0.359)$ <br> $\mathbf{1 . 0 7} 7^{* * *}$ <br> $(0.174)$ <br> 0.14 <br> $(0.226)$ <br> $0.88^{* *}$ <br> $(0.398)$ <br> -0.23 <br> $(0.477)$ | 0.61 <br> $(0.650)$ <br> $-0.48^{*}$ <br> $(0.253)$ <br> $\mathbf{2 . 0 1}{ }^{* * *}$ <br> $(0.241)$ <br> $-1.35^{* * *}$ <br> $(0.312)$ <br> $1.13^{* * *}$ <br> $(0.337)$ | -0.69 $(0.794)$ 1.03 $(0.518)$ $-0.82^{* *}$ $(0.391)$ $\mathbf{2 . 6 2}^{* * *}$ $(0.315)$ $-0.77^{* * *}$ $(0.312)$ | $-2.07^{* * *}$ $(0.793)$ 1.04 $(0.825)$ $1.70^{* * *}$ $(0.623)$ $-0.88^{* * *}$ $(0.316)$ $\mathbf{1 . 2 8 * *}$ $(0.264)$ |
| 2010 | IES, CES CES, IHS IHS, CHS CHS, IC IC, CC+ | $\begin{aligned} & \hline 1.53 * * * \\ & (0.326) \\ & -0.32 \\ & (0.325) \\ & 0.79 * \\ & (0.464) \\ & \text { n.a. } \\ & \text { n.a. } \end{aligned}$ | 0.39 $(0.476)$ $\mathbf{1 . 4 0}{ }^{* * *}$ $(0.219)$ $-0.51^{* *}$ $(0.228)$ 0.53 $(0.422)$ -0.12 $(0.483)$ | $\begin{gathered} \hline-0.17 \\ (0.677) \\ -0.45^{*} \\ (0.264) \\ \mathbf{1 . 7 5} \\ (0.232) \\ -0.18 \\ (0.325) \\ 0.32 \\ (0.367) \end{gathered}$ | $\begin{aligned} & \text { n.a. } \\ & \text { n.a. } \\ & -0.24 \\ & (0.395) \\ & \mathbf{1 . 8 1}^{* * *} \\ & (0.296) \\ & -0.40 \\ & (0.268) \end{aligned}$ | $\begin{aligned} & \text { n.a. } \\ & \text { n.a. } \\ & 2.03^{* * *} \\ & (0.674) \\ & -0.28 \\ & (0.310) \\ & \mathbf{1 . 0 6} \\ & (0.235) \end{aligned}$ |

Note: Bootstrap standard errors (1000 replications) are in parenthesis; (***, **, *) denote p-value $<0.01,0.05,0.1$, respectively. The entry ' $n$.a' refers to cases with insufficient observations.
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[^1]:    1 In other words, when the marriage surplus function is super-modular in the education level of the partner, i.e., the education of couples's exhibits complementarity, then an equilibrium that maximizes the social surplus must exhibit assortative mating.
    2 Since supermodularity is a cardinal concept, Hicks and Allen (1934); Stigler (1950) thought that it did not have any empirical content. For recent advances on this topic see Chambers and Echenique (2009) and references therein.

[^2]:    3 For example, it is unlikely that a single female in the city of Mendoza is in the same marriage market as a single male in Buenos Aires, which is more than 600 miles away.
    4 The tax scheme is said to be joint if the marginal taxes paid by one spouse depends on the earning of the other spouse and independent otherwise.

[^3]:    5 These years are characterized by macroeconomic stability. We excluded years of crisis to avoid biasing our results with macroeconomic instability (eg. hyperinflation crisis in 1989, Tequila Effect in 1994, 2001 Major Domestic Crisis, 2009 Global Financial Crisis, among others)

[^4]:    6 We do not include regressors related to women's empowerment such us the share of wife income, wife's chores (indicator of wife's housework), and the decision of the wife to participate in the labor market since these are likely to be source of additional endogeneity. In particular, the causal relationship between these variables and wife's education could be in the opposite direction. We thank the referee for pointing out this.
    7 We have no information on marriage duration and on education of parents for either member of the couple, since these questions are not asked in the survey. One possible way to proxy the duration of a marriage is to use the age of the first child. Even though there is a question about children in the household, it is not possible to identify if the children belong to both member of the couple.

[^5]:    8 We use CVX tool in Matlab to estimate each model as Linear Programming Model.
    9 We follow the procedure in Garre, Vermunt, and Croon (2002), pp. 10. In particular to draw each bootstrap sample we use the probabilities, $p_{i, j}^{*}=\frac{\mu_{r}(i, j)}{N}$, obtained using the restricted model under each null hypothesis.

