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Abstract

This paper studies empirical regularities of daily log returns for the
years 1989 through 1996, using aggregate indexes and quintiles rated
by size, for a specific emerging market: the case of Chile.

Within the context of the existing literature on emerging markets, this
study’s contributions are the following: First, earlier studies use aggre-
gate indexes. This one extends the samples and also considers more
detailed information, which gives a better representation of individual
stock behavior. Second, non-parametric statistical tests are used as a
complement of classical ones.

The study’s main result shows important day-of-the-week effects on
average returns and traded volumes, but not on variances. These re-
sults, obtained with both classical and non-parametric methods, are valid
for aggregate indexes, quintiles and sub-periods. We also find a sea-
sonal pattern in the size-effect, which it is significantly positive on Fri-
days and significantly negative on Mondays. In the case of this emerg-
ing market, the evidence is inconsistent with the hypothesis that the
weekend effect is due to small-investor-portfolio-adjustment-on-Mondays.
Unless there is a reason to believe that bad news is put off to the weekend
(and good news to Fridays) especially in the case of smaller firms, the
seasonal size-effect and the absence of effects in variances also contra-
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dict this hypothesis. There is stronger evidence that favors the hypoth-
esis that investors comply with weekly investment plans, as proposed
herein.

Other results confirm that daily returns in the Chilean stock market
behave very much like the more developed countries, although the dif-
Jferent effects (size, kurtosis and autocorrelation) are more pronounced.
This is also true for the size-based quintiles. Results are also consistent
with those obtained by other authors that analyze emerging market
monthly index returns.

I. Introduction

Studying the returns on financial instruments helps us understand how mar-
kets determine the prices of capital assets. In a modem economy, the capital market
plays an important role in resource allocation, and thus in the creation of wealth
and social welfare.

This paper examines evidence from an “emerging market”; the Chilean stock
market. Specifically, we study the empirical regularities of daily logarithmic re-
turns, -adjusted for dividends, splits and other distributions, for the years 1989
through 1996, both for aggregate indexes and for quintiles rated by size.

Earlier studies on the characteristics of emerging markets have generally used
aggregate indexes and/or monthly returns. Examples of this are Bekaert, Erb,
Harvey and Viskanta (1998), Bekaert and Harvey (1997), Harvey (1995), Aggarwal
and Rivoli (1989), Agrawal and Tandon (1994), Aggarwal and Leal (1996).

Within the context of the existing literature on emerging markets, this study’s
contributions are the following: first, while many of the earlier studies consider
only the characteristics of aggregate indexes, this one considers also stock-price
indexes for size-rated quintiles. The latter’s performance can be considered, for a
number of the characteristics examined, as representative of individual stocks.
The indexes’ advantage over individual stocks is that the latter carry too much
“noise”, preventing some important features from being detected. We also con-
sider a relatively recent database.

A second contribution of this work is the use of non-parametric statistical
methods as a complement of classical methods used in earlier studies of stock
returns, which assume no particular distribution.

The main conclusion hereof is the generalized presence of the “week-end
effect” on Chilean stocks: on Mondays, returns are significantly lower than the
weekly average, while on Fridays the opposite occurs. Monday average returns
are negative in absolute value. This effect is found with both classical and non-
parametric methods. It is present in aggregate indexes and also across our size-
quintiles and most sub-periods. This is to say that results are robust and do not
depend on the aggregation criteria or on the type of test used. This supports the
findings of Aggarwal and Leal (1996), but for all the size groupings and periods
considered. A sell-on-Friday-buy-on-Monday strategy would offer an additional
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return of an annualized 2.7% higher than a buy-and-hold strategy, although trans-
action costs would make profits disappear. On the other hand, no similar effect is
found on variances, which tends to contradict Agrawal and Tandon (1994) and
also Aggarwal and Leal (1996).

A Monday effect is found on traded volumes (in CH$) as well. They are
significantly lower than the weekly average on that day of the week. Mondays are
also significantly lower than Fridays.

In addition, although the evidence for an unconditional size-effect is weak, it
is not so for such an effect conditional on the day of the week. There is a nega-
tive size-effect on Mondays and a positive one on Fridays.

Jointly, the “week-end effects” in Chile provide evidence against the hypoth-
esis that it exists because small investors adjust their portfolios on Mondays (e.g.
Kamara, 1997). They probably contradict the hypothesis that bad news are put off
to the week-end, (Pattel and Wolfson, 1984 and Penman, 1987), unless there are
reasons to believe that bad news have a larger impact on smaller firms on Mon-
days. However, this leaves the existence of a positive Friday size-effect unex-
plained. In addition, considering that on Mondays traded volumes are significantly
lower (for most periods and size-quintiles) and that volatilities do not increase,
the overall evidence contradicts this hypothesis. However, the hypothesis that
investors comply with weekly investment plans, as proposed herein, does fit the
facts well.

Other results of the study confirm that daily returns in emerging stock mar-
kets behave very much like the more developed countries, although the effects are
more pronounced. This is consistent with the results based on monthly indexes
obtained by Bekaert, Erb, Harvey, and Viskanta (1998), Bekaert and Harvey (1997),
Harvey (1995), and Aggarwal and Rivoli (1989). Daily frequency distributions
for stock returns are significantly different from Normal; they show some degree
of asymmetry (long right-side tails) and a significant degree of kurtosis (thick
tails together with high peaks in the middle). Higher average returns are found in
smaller companies than in larger ones. Likewise, there is statistically significant
daily return autocorrelation both for levels and variances, for the various indexes,
categories, and sub-periods studied.

II. Literature Review
2.1 The shape of daily returns’ frequency distribution

Frequency distributions for one stock and various holding periods have been
analyzed in the literature to a substantial degree. Fama (1976) was one of the first
to analyze stock returns, focusing mainly on the large-sized companies’ stocks
that make up the Dow Jones index. For daily logarithmic returns he finds
leptokurtosis and asymmetry, with long right tails, for the case of individual stocks.
Campbell, Lo, and MacKinlay (CLM, 1997) find evidence consistent with the
above for the United States stocks based on capitalization deciles during a more



92 REVISTA DE ANALISIS ECONOMICO, VOL. 15, N° 2

recent period (1962 through 1994). In this case, it is usual to find evidence of
significant asymmetry.

Recent studies on return distributions in emerging markets, are Bekacrt, Erb,
EE‘S&: and Viskanta (1998), and Bekaert and Harvey (1997). They find qualita-
tively mw_S:E results using aggregate indexes and monthly data, albeit more pro-
nounced.

2.2 Shert-term predictability

Short-term predictability of the characteristics of daily retumns is also studied
E.En literature. Within this context, the most important finding has been the
existence of autocorrelation. However, the existence of auto-regressive hetero-
scedasticity can also be verified (See CLM, p. 481).

Fama (1976, Table 5.1) shows evidence of daily autocorrelation (with one to
ten-day lags) for the Dow Jones stocks. Coefficients are in many cases significant
from a statistical standpoint. However, they are not so from an economic point of
view, because of their low magnitudes.

For the case of stock portfolios, CLM find the autocorrelation levels to be
remarkably higher than for individual stocks, especially for the index with equally
weighted stock returns. For this index, the first order autocorrelation amounts t0
35%. A recent study on the predictability of returns in emerging markets, al-
though with aggregate indexes and monthly data, is Harvey (1995). He finds that
monthly returns are significantly more predictable than in the developed markets,
and to depend more on local information variables.

2.3 The day-of-the-week effect

Abundant evidence can be found in the literature on the different expected
returns for different days of the week. Particularly French (1980) and Gibbons
and Hess (1981) find S&P 500 returns to be negative on Mondays, and high on
Wednesdays and Fridays. Ariel (1990) also finds that on the day before a holiday,
the situation is similar to that of Fridays. This evidence tends to contradict the
mmmnwosn Markets Hypothesis, even if transaction costs eliminate potential earn-
ings, because investors would be expected to reorganize their investments by selling
on foa:nmauwm and Fridays, and buying back on Monday afternoons or Tuesday
mornings.

There have been various attempts to explain the phenomenon based on mar-
ket :_.EnnOmn.:nEnm:. But, as noted by Kamara (1997), given that this phenom-
enon is present in many assets and countries,! the explanation is unlikely to be of
this nature. One alternative explanation is that, often, bad news are postponed for
the week-end (Pattel and Wolfson, 1982, and Penman, 1987), although Damodaran
(1989) argues that this can explain only part of the effect. It is also stated that
individual investors’ activities cause part of the phenomenon: during weekdays
stock-brokerage houses recommend more ‘buys’ than ‘sells’ and toward the end
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of the week no new recommendations take place. Therefore, sales (portfolio ad-
justments) would take place on Mondays (see Kamara, 1997, for cites).

Kamara argues that the situation has changed in the United States, mainly
because of new markets having lower transaction costs, such as S&P futures’. He
finds that during his period of analysis (1963 through 1992) Mondays’ negative
seasonality became insignificant after April 1982. This coincides with increased
transaction volumes by institutional investors as well as with the date when index
futures were introduced. Conversely, for small companies the seasonality contin-
ues to be present along the entire period. Kamara shows evidence that investors
in S&P futures try to take advantage of the Monday seasonal by closing buying
positions and taking short positions on Fridays. His most general conclusion is
that the market attempts to take the opportunity provided by the Monday seasonal
through the lowest cost market. Since for small companies they are still high, the
phenomenon persists.

Day-of-the-week effects in emerging markets are also studied in Aggarwal
and Rivoli (1989), Agrawal and Tandon (1994) and Aggarwal and Leal (1996),
but they concentrate on aggregate stock indexes.

2.4 Size effects

Important evidence regarding the existence of a size-effect also exists in the
literature since Banz (1981). For example, Ibbotson Associates (1998) estimate it
at 1.7 percent per year. This extra return is usually considered to be a risk pre-
mium not directly associated with market beta. Fama en French (1992) consider
size to be one of the three most important determinants of the cross-section of
expected returns.

2.5 Hypotheses for emerging markets

No a priori reasons exist to expect the shape of the stock return distribution
for emerging markets to be different from that of other countries. To the extent
that in an emerging market there is more macroeconomic instability and more
dependency on a few fundamental variables, higher variances and even thicker
tails than for developed countries may be justified. Lack of liquidity plus eventual
macroeconomic frenzies may further justify this hypothesis.?

As for autocorrelation, inasmuch as they are a reflection of the efficient markets
hypothesis, because of eventual lower traded volumes and poorer information
quality, they are expected to be larger.

With regards to the “day-of-the-week effect”,? if no active index futures market
exists, a similar phenomenon may be expected, especially for smaller companies,
as long as the valid argument is that of small investors adjusting their portfolios
on Mondays. For larger companies the phenomenon should decline, particularly
for more recent periods, since there is a tendency for domestic and foreign insti-
tutional investors to be the ones who purchase such stocks, many of which are
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also 5&.@& as ADRs, presumably setting their prices. Should the “bad news”
hypothesis prove to be right, then the phenomenon should be apparent for most
of the stocks and periods. Conversely, lower information and transaction costs
should make the phenomenon disappear.

The “day-of-the-week” effect can also exist for higher-order moments, such
as the second. To the extent that more information is accumulated during the
éonxmza, higher return volatility might be expected for Mondays. Such a result
may _._E:.on:w support the bad-news-during-the-week-end hypothesis.

. Finally, inasmuch as the extra return earned by smaller firms corresponds to
a risk premium, we also expect it to be present in emerging markets.

2.6 The plan compliance hypothesis (PCH)

»»: alternative hypothesis, along the line of the portfolio adjustment idea, is
that investors, both institutional and individual, scek to complete their plans be-
fore the end of the week (month, holiday, etc.), many times delayed, especially
wcn.ormm.nm. On Mondays (or early in the month, or after a holiday) the planning
period is young and plans just become formulated.* If the same delay affects the
planned sales (not mainly the purchases) we would be left with an ambiguous
effect. However, to the extent that sales are interpreted as an explicit recognition
of past mistakes, and that investors are reluctant to admit them, sales would occur
randomly over time and should not be concentrated in certain days of the week
or Eﬁw:ﬁr.m .>_8mmn_mn. the above means positive price pressures on Fridays and
negative price pressures on Mondays. This will be termed herein the “plan com-
pliance hypothesis™ (PCH).

PCH could be distinguished from the bad-news hypothesis in that the latter
E.oc.mc_w implies high transaction volumes on Mondays,® whereas PCH means
relatively lower volumes on Mondays and higher ones late in the week particu-
larly Fridays. ,

% is interesting to notice that some of the results found in the literature re-
garding other “seasonals” are also consistent with the PCH. For example, Agrawal
and Tandon (1994) document the following “effects”: week-end; turn-of-the-month
effect; mq&ém.bnnmavmn and pre-holiday, among others. These are present in many
of the nineteen country indexes analyzed by them, including a few of the so-

o_w:nwac Mwumnmim markets. However, they find that the daily seasonals disappear in
the ’s.

III. Data Description And Sample Selection

The data used herein are daily returns taken from a sample of stocks traded

ww oﬂwn Santiago Stock Exchange, from January 2, 1989 through December 31,
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Returns are calculated as percentages, as the adjusted differences of price
logarithms. The adjustments include dividends, preemptive subscription rights,
exchanges, free issues and splits, and are incorporated in the return calculations.
Only returns for two consecutive working days are considered (which obviously
includes returns from Friday to Monday, that is assigned to this latter day). This
means that returns for over two or more days are not considered, because there
were days where no trade took place.

The period analyzed is divided into four sub-periods, namely the two-year
periods covering the years 1989-1990, 1991-1992, 1993-1994 and finally 1995-
1996.

In order to avoid survivorship biases in selecting the sample, the stocks se-
lected for each sub-period were chesen according to information available in the
immediately previous two-year span, based on two general criteria: Chilean peso-
denominated volume and number of days with transactions. Thus, stocks selected
for the 1989-1990 period are those that during 1987-1988 were traded on a num-
ber of days equal to or larger than 250, with daily average volume of Ch$ 300,000
or more. Stocks selected for the 1991-1992 sub-period are those that during 1989-
1990 were traded on a number of days equal to or larger than 250, with daily
amounts of Ch$ 500,000 or more. Those selected for 1993-1994 are those that
during 1991-1992 were traded on a number of days equal to or larger than 250,
with daily amounts traded of Ch$ 700,000 or more. Finally, stocks selected for
the 1995-1996 sub-period are those that during 1993-1994 were traded on a num-
ber of days equal to or larger than 250, with daily volumes traded of Ch$ 1,000,000
or more.

The number of stocks selected for each sub-period is the following: for 1989-
1990, 33 stocks; for 1991-1992, 34 stocks; for 1993-1994, 68 stocks and, finally,
for 1995-1996 the number of stocks selected was 81. The overall number of dif-
ferent stocks selected for the entire period is 97.

For each of the sub-periods an equally-weighted index was calculated, as the
mean of daily returns of the stocks selected for the sub-period, and a value-weighted
index, based on the market capitalization of the day previous to that for which the
return is calculated. The value-weighted index represents a strategy to buy and
hold a fixed and identical fraction of the total number of outstanding shares of
each of the stocks considered.

In addition, stocks selected for each sub-period were grouped into quintiles
according to company size, defined as the market capitalization at the beginning
of the period. For each quintile an equally-weighted index return is calculated as
a way to represent a typical stock from the respective quintile. Quintile 1 repre-
sents the smallest firms in terms of market capitalization, and Quintile 5 the
largest.

We also consider in the analysis value- and equally-weighted indexes for the
entire period. These indexes are obtained by merging together the corresponding
indexes of each sub-period.
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day and the average returns of all the days of the week. The last two columns in 3 G
Table 3 stand for hypothesis tests to measure the statistical significance of the 2
day-of-the-week effects on averages. The first one is the F-test of a variance s
analysis model and the second is Kruskall-Wallis’ non-parametric test. Individual mm g ax|lsonez|gs naolznloocan| golgaang
tests, that compare the mean of each day with respect to the mean of the week L 3~ g8|2g222 mm MOmmm S2|55353| 55/83288 mm
and the mean of Mondays, are also reported in Table 3. The individual tests are w2 T
computed using the Newey and West (1987) standard error correction for hetero- % 2
scedasticity and serial correlation. “ mm |+ r |rrlrrree . rrlrrrry|er
The .amw-om.ﬁm-inmw effects on returns are statistically @_m.o:w:» from zero in Z = g iy 28|38238|28[8882] mw Wmmmm 28 mmmmm 3R
most periods and for most of the indexes. The only sub-period where effects are E qe £| So|cs333| Sc|ccesss| S |SeS9g| eo|cesss|ss
not significant at 5%, for neither the equally- nor the value-weighted indexes, is g =Z :
1993-1994. It is worth noticing that in most cases the day-of-the-week cffects are > o5 !
significant only on Mondays and Fridays. Kruskall-Wallis’ non-parametric tests m mm N N P —— P . T !
confirm the results of the F-test. On a more detailed level, these results confirm b 8 =F m 32 mmmmw mm mmmwm 83 mmmmm 28 mwmmm =8 i
those of Agrawal and Tandon (1994) and Aggarwal and Leal (1996). It is also & g5 | S| o= S| =T|® 7 S| ec|ee=Ie|ee
interesting to notice that, except for the 1993-1994 period, there is a monotonic = wm ‘
behavior in daily returns: they seem to increase as Friday approaches. For almost - Z ok
all periods and quintiles, and with a significance level equal to 5%, the mean °® ) _ p e e o P e towlss ]
return on Friday is higher than the mean return on Monday. w m mw m mm mmmwm M.M mmmnm 88 mmwmm mm mmm 3= mm X
Figure 1 shows the average (across periods) day effects by quintiles. This 2 O a3 | 2| TTFITIT|CCTITCACTOCCT TV w
representation shows that day effects increase monotonically during the week and = 5 $3 {
that the effects for quintiles 1 and 2 are more pronounced, particularly on Mon- W 2 |
days and ma.amvﬁ. This is analyzed below in more awS:. =3 7l szlsngnz|talbaekel folShions| gelonbaz|ka .
Comparing day-of-the-week effects on returns with those of other (more de- ¥ =9 m SZI8E8R=| K8 |FA58E wm wwwmm 82128183185 4
veloped) countries in the world, the results found herein are more pronounced w m m | I|TITITT|TITTTITITT FITITTIT|TIT S ‘
(see Jaffe and Westerfield, 1985, p. 435). Considering the entire period and tak- g 2% £ .
ing the weighted index as a reference, the Monday effect (as the difference in m °h m '
a&mv. average in each country) .mm mo@m, 17%, 17% and E.w@m Emroﬁ%mz in the m... .m,a 3| omlyzniel bt |hbekh| ko |tikne] B 205242 mm.
United States, Canada, the United Kingdom and Australia, respectively. Also, > .n.m £l 2Z|838585|B5|83532| 22055 c] 821998395 .5
returns on Fridays are between 1 and 7 times those of the other countries. When 8 3 FTT|TIITT| T TIIVN| IV TIVIT| IV IV T mm
compared with previous findings for Chile (Aggarwal and Leal, 1996) Monday’s 58 58
below-average returns are less negative here but Friday’s above-average returns mm mw
have increased. The comparison with other emerging markets leads to the same mm mw ..mm mm mm mw £S5
conclusions as before. SR T A i B2 ol -2 AV OO b -1 ICk
Table 4 shows day-of-the-week effects on variances of each of the indexes mm IR IEEEEE IEEEEE S IEEEEE W.m ZEEEE .WN,% hia
and sub-periods. Day-of-the-week effects on variances are defined as the ratio of i EE 388883 3 58688| 3 E 88888| 3 E 588883 3| £2
the one-day variance to the averaged variances of all the days of the week. The 83 ol > &> o> > 5PN mm
two last columns of Table 4 show two test statistics to study their significance. sd ~ - - - | E&
The first is Bartlett’s test, of equal variances whereas the second is Kruskall- 58 v m & & 2 2 | 55
Wallis’ non-parametric test applied on the absolute values of the differences be- 45 2 4 g g 2 g |22
tween the returns and the average of the respective day. Pmm = 2 = - - = | ==
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g %o oy ’ The general results that follows from Table 4 are that no day-of-the-week
s Sg m effects exist for variances. Both tests report very high p-values. Daily variance
M °2 = = tests do not show higher variances for specific days either. Even if we.compare
R 2lezlesozs(eglebicisslessnglbelabisalan]l 3 the variances on Fridays with respect to the variances on Mondays, the associated
q2 g 32 mmu%lz Roieenog|dn|grgs Cla~nagloe 8 N y ] @0 - yS, ;
M iy | §|=9|8-38=2|33|25358 |32 Mmem 33|835823|33 g p-values for all periods and quintiles are higher than 5%. These results contradict
S 4§ = Kl previous findings. It should be noted, however, that the reported tests assume
m oy 2 independent samples.
P 2 Apart from the tests for mean and variance effects reported in Table 3 and
> ¥ * * - % : . .
W wm R R R R P TR R Zslzg| % . HwEm. 4, Wo:.nomo~o<-m§o< non-parametric tests, that compare the return @a-
v 52 S| =3 S8-23|33|82238 (32| 233S3| 223522222 8 tribution of different days were performed using the standarized returns according
S5 = ts to day-specific means and variances. The results of these tests show no significant
@0 L= . % v » . . v . . . m
* 33 2z differences in the distributions. Of all 120 possible comparisons with respect to
m a3 3 the distribution of Mondays, in only two cases Em null hypothesis of equal dis-
g z % 3 o2 tributions is rejected at the 5% significance level
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Q .mm S memm mm mmmoo,m g3 mnmmm mw EEEE mm mm Tables 3 and 4 also show new results: the week-end effect exists for both
% mw = 2E large and small companies (no significant differences between quintiles) and that
/A E2 8 said effect does not tend to decline over time. This poses a doubt on the validity
m.m. .m. m of the hypothesis of small investors adjusting their portfolios, significantly affect-
-1 mm 2 mm 2y .mw g ing the prices of the less liquid (smaller) stocks. The “bad-news” during the week-
] F4 2 o 2 . .. . . . .
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Z m 53888883 5(88855|52|38888 33|85888( 58 nm during the week-end, so as to be reflected on H.S,..Eamwm. Finally, the evidence is
mm g5 g2 g3 g5 g3 S8 consistent with our “plan compliance hypothesis” (PCH).
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.m g g 8 3 & 3 §= 4.4 Daily seasonals in traded volumes
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TABLE 5

DAY-OF-THE-WEEK EFFECTS ON (Ch$) TRADED VOLUMES

Periods; ratios of day-specific and general variances; p value of the Bartlett test; P values of the Kruskall-Wallis test for the absolute values. Returns were calculated as
percentages, as the differences of price logarithms adjusted by dividends and other distributions. Quintile 1 represents the smallestt,

p Values
Periods Index Monday Tuesday Wednesday Thursday Friday F Kruskal-Wallis

Total Traded Volume -0.222* 0.029% 0.064 ¢ 0.150 *+ -0.022 + 0.000 0.000

Quintile 1 -0.098 -0.061 0.040 0.107 0.012 0.760 0.885

1989-1990 Quintile 2 -0.238* 0.084+ 0.064 + 0.130t -0.040 0.042 0.060
Quintile 3 —0.235+ 0.128+ 0.029 t 0.086 t -0.008 0.058 0.173

Quintile 4 -0.178* -0.045 0.047 t 0.145* 0.032 t 0.047 0.041

Quintile 5 -0.194* 0.036t 0.072 t 0.112 %t -0.027 0.004 0.002

Total Traded Volume —0.145* 0.017¢ 0.030t 0.028 t 0.070 0.023 0.050

Quintile 1 -0.163* 0.006 0.096 1 0.097+ -0.036 0.128 0214

1991-1992 Quintile 2 —0.151* 0.048 0.058 t -0.030 00751 0.183 0.255
Quintile 3 -0.158* 0.007 G116t 0,045 -0.009 0.137 0.096

Quintile 4 —0.170* -0.004 0.033 + 0.017 0.123 ¢ 0.077 0.113

Quintile 5 -0.169* 0.020% 0.060 0.020 % 0.069 t 0.035 0.044

Total Traded Volume -0.177* 0.005¢ 0.071 0.054 1 0.047 1 0.022 0.039

Quintile 1 -0.243* ~0.003t 0.041 t 0,049 1 0.156 * 0.002 0.005

1993-1994 Quintile 2 ~0.218* 0.027% 0.161 *¢ 0.068 t -0.037 0.003 0.010
Quintile 3 -0.109* 0.000 0.086 0.025 -0.002 0.534 0.400

Quintile 4 -0,159* 0.087+ 0.029 t 0.059 t -0.016 0.060 0.04!1

Quintile 5 -0.166* 0.019% 0.067 t 0.046 t 0.034 1 0.017 0.015

Total Traded Volume -0.241% 0.032t 0.043 ¢ 0.130*¢ 0.037 § 0.000 0.000

Quintile 1 -0.172* 0.052t 0.020 0.036 0.064 t 0.185 0.137

1995-1996 Quintile 2 -0.163* 0.013t 0.039 1 0.098 1 0014 ¢ 0.030 0.010
Quintile 3 -0.216* 0.029+ 0.083 t 0.071t 0.032 ¢ 0.001 0.002

Quintile 4 -0.258* 0.077¢ 0.047 t 0.142 %% -0.008 0.000 0.000

Quintile 5 -0.193% 0.001% 0.055 t 0.089 *+ 0.049 t 0.000 0.000

1990-1996 | Total Traded Volume ~0.194* 0.0261 0.044 t 0.089 § 0.035t 0.001 0.005

(*) Significant at the 5% with respect to the mean of the week.
(t) Significant at the 5% with respect to monday.
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V. Conclusions

This article studies the case of a specific emerging market: the Chilean stock
market, for the years 1989-1996. Specifically, daily logarithmic returns are ana-
lyzed in order to determine the extent to which empirical regularities found in the
literature are also present in this market. Alternative hypotheses are contrasted
with this new evidence,

Results show significant differences in returns of different sub-periods and
also that returns of quintiles of larger companies have been, for most sub-periods,
lower in terms of average returns and standard deviations than for the smaller
companies. However, the evidence for an unconditional size-effect is weak. Dis-
tribution Normality is rejected for all indexes and for all periods, because of excess
kurtosis. Distribution asymmetry is, in general, positive, although it is not always
significant.

As for short-term predictability, results show strong evidence of autocorrelation
for both returns and retumn variances.

The study shows significant day-of-the-week effects for average returns, traded
volumes and size premia but not for variances and standardized return distribu-
tions. Effects on means are found for both large and small companies; they re-
main present over time; are more pronounced than those in other (developed)
countries of the world; and are particularly significant on Mondays and Fridays.
Effects with traded volumes show significant reductions on Mondays. The size
premia (defined as small minus large) is significantly positive on Fridays and
negative on Mondays. In any case, international comparisons have to be performed
with great care given the important liquidity differences between Chile and more
developed countries. However, provided that these conclusions hold even for the
largest, more liquid portfolios, it is unlikely that liquidity is the sole responsible
for these exacerbated effects.

Our results pose a doubt on the general validity of the hypothesis of small
investors adjusting their portfolios on Mondays since, for all quintiles, traded
volumes tend to be lower on that day. The “bad-news” for the week-end hypoth-
esis seems an unlikely explanation for the phenomenon in Chile. This is true
because of the daily patterns in the size-effect (unless there are reasons to believe
that small firms are particularly prone to bad news during the weekend, which
still leaves the reversal of that pattern on Fridays unexplained) and because the
variance tests show no signs of volatility-increasing information on Mondays (or
increases in sale-induced trading volumes for any quintile).

Finally, the evidence is most consistent with our “plan compliance” hypoth-
esis (PCH). PCH indicates that investors, both institutional and individual, seek to
complete their typically delayed plans (especially purchases) before the end of the
planning interval (week, month, next holiday, etc.). On Mondays (or early in the
month, or after a holiday) the planning period is young and plans just become
formulated. The same pattern should not affect sales as much, if we think that
these are interpreted as an explicit recognition of past mistakes and that investors
are reluctant to do so. Thus, sales should occur randomly. Altogether, this means
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positive price pressures and higher purchase-induced trading volumes towards the
end of the week (or planning period) and negative price pressures and lower
volumes on Mondays (or at the beginning of the planning period). The monotoni-
cally increasing average return towards the end of the week is also consistent
with the PCH. The fact that smaller (lower volume) firms tend to exhibit the
same but exacerbated pattern, leading to the daily seasonal in the size-effect, also
supports this hypothesis. In this sense, the day-of-the-week-effect is human na-
ture.

Notes

! See Roll (1984) and Jaffe and Westerfield (1985).

2 We thank an anonymous referee for pointing this out.

3 Aggarwal and Leal (1996) and Soria and Zifiiga (1996) find the effect on the IGPA Chilean stock-
price index. Using data until 1991, the former also find the effect for most of the emerging mar-
kets analyzed.

*  This phenomenon was first documented by Osborne (1962).

This would be a “cognitive dissonance” phenomenon, such as the one presented by Goctzman and

Peles (1994) to explain mutual fund contributors’ behavior.

Significant and unexpected bad news during the weekend should be sufficient justification for

selling without cognitive dissonance.

7 It compares the runs of observations above and below the median with the expected runs of a
totally random sequence of observations.

8 See Cochrane (1999), p.18.

An alternative and robust approach for studying distribution characteristics of returns is based on

semi or non-parametric statistics; see Gallant, Rossi and Tauchen (1993).
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